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The paper aims to acknowledge the need for renewing the trust in the individuality,
complexity and intimacy of direct experience. It delineates limitations of the
analytical-reductionist paradigm in the observation of the flow of consciousness, and
suggesis a balancing the intersubjective reductionist approximation with the intimate
reality of the gestalt awareness demonstrated, perhaps better than by anybody else, by
literary writers, those careful pursuers of the flow of consciousness.
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Introduction

Science has always been driven by two motors, two types of creative
unrest: curiosity and the fear of uncertainty. There have of course been
numerous other influences — mostly economic ones — which substantially
marked the flow of scientific discovering, but these two types of creative
unrest are essential. The unrest of child-like curiosity in searching leads us
to abandon the comfortable realm of the known; it forces us to wonder, to
admit that we do not know and do not understand. And the unrest of the
infinite complexity of universe and of being lost in this colossal process
leads us to organising, simplifying, clarifying and — if we are successful —
attempting to make predictions.

If one observes the historical flow of scientific advances, one feels that
both types of unrest constantly intertwine and balance one another. In a
given period, one might be dominant, which somehow produces a gap
that only the other can fill. The area of research into cognitive phenom-
ena is currently dominated by attempts to organise, simplify and explain.
The inadequacy of results of such attempts bring forth a growing need to
acknowledge the complexity of the studied phenomena, even on the ac-
count of the clarity of theory.
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Cognitive science

Up to a few decades ago, thinking about theoretical models of the
functioning of mind was limited to philosophical speculation and a few
partial psychological models (Freud, Piaget, James). Interestingly enough,
the eventual breakthrough did not occur as a consequence of an empirical
discovery. The dramatic (and unexpected) change was introduced due to a
new common metaphor, a model that allowed various areas of research on
mind-related phenomena to venture interdisciplinary cooperation.

This common metaphor — cognition as information processing — origi-
nated in cybernetics. Today it is hard to fathom the revolution in thinking
it has triggered. Just like computers process information (that is, translate
input impulses into output according to their programs), the task of cogni-
tive systems is the translation of stimuli (input impulses) into behaviour
(the system’s outputs).

The so-called information processing model or computer model of
cognition suddenly allowed for a common conception of what goes on
inside the ‘black box’ of mental processes. And from this common con-
ception a new scientific discipline emerged: cognitive science.

In the 1980s, the development in computer technology, combined
with the new metaphor for the functioning of cognition, stirred great ex-
citement. The ability of computers to perform, in a matter of seconds,
tasks which even the smartest people found virtually impossible to do,
produced the overwhelming belief that an instrument has been invented
which will enable us not only to model cognitive processes, but also to
overcome the intelligence of the very creators of computers. This period
was marked by the search for (computer) algorithms which could simulate
intelligence. It was only when it became clear that the intelligence of com-
puters does not grow proportionally to their performance (or rather that it
does not grow at all) that researchers started asking questions about what
intelligence actually was.

The end of the decade brought neither a satisfactory answer to that
question nor computers that could be deemed ‘intelligent’. It turned out
that it was indeed rather simple to define, in terms of algorithms, cer-
tain operations which we consider to be indicative of high intelligence,
or rather, those which we ascribe to ‘experts” determining a diagnosis on
the basis of known symptoms, calculating complex differential equations,
playing chess, etc. What turned out to be much more incomprehensible
were operations that we usually do not take any notice of at all in our daily
lives: the process of getting to know your surroundings and of reacting to
it, acquiring language and, above all, assigning meaning, a completely im-
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possible task for a computer. In 1994, Dermot Furlong and David Vernon
proposed the following conclusion:

Actually, when you ponder on it, it is indeed strange, and telling, that artificial
intelligence should have been a subject of serious, detailed study before artificial
life, for, actually, we never assign intelligence to anything other than living sys-
tems. Did the artificial intelligencers simply but quietly assume that when their job
was done their artificial intelligence systems would in fact be living systems? (98).

In the early nineties, several researchers began pointing out that cogni-
tive science based on the information processing model entered into a cti-
sis (see Winograd and Flores; Varela, Thompson and Rosch; Furlong and
Vernon). These researchers first suspected that the analytical-reductionist
model was perhaps not appropriate for research on mental processes,
consciousness and life, while most cognitive scientists shared the tacit as-
sumption that a way out of the stand-still lied in further specialisation of
the study of cognitive phenomena, which would at some point bring to
a unified theory that could provide satisfactory answers to questions of a
wider scope.

In the nineties, the centre of attention shifted from artificial intelligence
to neuroscience, which applied new non-invasive methods to the observa-
tion of the brain 7z vivo, embarking for the first time in history on the clini-
cal research into mental processes. This overshadowed the fact that the
only thing cognition researchers shared was a common model. Even the
fact that it was just a model sifted into the background. Despite some at-
tempts at introducing new metaphors such as connectionism and embod-
ied cognition, the idea of the conscious being as the processor of external
stimuli remained the fundamental (and increasingly self-evident) concept.

The problem of reduction

Thus, the computer metaphor remained the common model of cogni-
tive science, and the analytical-reductionist method remained the appro-
priate research approach. Mind and cognitive phenomena can be viewed
from the point of view of chemistry, biology, physiology, anthropology
or computer modelling. A chemist, for instance, may consider chemical
processes that occur inside a living organism. Of course one is unable to
describe the entire (chemical) turmoil all at once, so one must focus on
a specific chemical process in a specific species of living organism. This
breaking-down of the problem into simpler components is the main ar-
gument in favour of the analytical-reductionist approach: if the system is
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too complex for us to understand, we should break it down into smaller
or simpler parts. If it turns out that these parts are still too complex, we
should continue breaking them down until we come to parts that are sim-
ple enough for us to understand and describe.

According to Ackoff (8), this reductionism ‘is a doctrine that main-
tains that all objects and events, their properties and our experience and
knowledge of them are made up of ultimate elements, indivisible parts’.
The tacit assumption of such approaches is that the path to comprehend-
ing an object or phenomenon of research (necessarily) leads through the
study of its ‘basic’ elements. The reductionist assumption justifies (and
even encourages) the simplification of the system (that is, phenomenon or
object) under observation. This breaking-down into less complex entities
can occur either at the physical or at the conceptual level, but it can never
avoid simplification — the process of neglecting ‘unessential’ properties.
And this is what enables physicists to transform the Earth into a ‘puncti-
form mass’ at a moment’s notice.

The advantages of the analytical-reductionist approach lie in the fact
that it always brings results. If we embark on the fragmentation of the
observed system, we are sooner or later left with a system that we are able
to handle. The only inconvenience here is that the results sometimes bear
no relation whatsoever to the initial problem. It was Wittgenstein who first
sensed that the power of analysis was a one-way street: the wholeness of
the world (‘everything that happens’) can be broken-down through analysis
in order to gain ‘facts’, but this process does not work in the opposite di-
rection — one cannot combine individual facts back into the wholeness of
the world. One might be able to collect enormous quantities of data about
individual parts, expanding one’s knowledge of them. Each detail contains
an infinite number of new possibilities for even more specific research. At
this level one is able to seek out the relations of cause and effect and to
identify corresponding quantities and/or phenomena. But this comes at a
price of distancing oneself form the original problem that often dims into
a kind of myth that no longer relates in any way to everyday research.

Of course there is no harm in learning about new parts of the world,
even at the expense of breaking down ‘the big picture’. The problem is
that researchers are often tempted to infer about the original research
question on the basis of results obtained by fragmented, simplified re-
search. While such methods work admirably well in natural sciences, this
is not the case in mind research.

I could quote numerous instances of inferring about the whole from
fragments (albeit methodologically well processed fragments). Let me give
the example of the well-known Libet’s experiments (see Libet), which led
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many cognitive scientists (see Wegner) to conclude that there was no such
thing as free will. In his experiments, Libet compared the time in which
participants ‘decided’ to push a button with the time of the firing of brain
activity which signified the preparation of motor activity (in this case, the
movement of the finger). Experiments demonstrated that brain activity
significantly preceded the occurrence of the conscious decision. These ex-
periments reduced the entire spectrum of human decision-making (which
covers everything from semi-conscious movements to complex long-term
decisions affecting our entire lives) to the decision about when a sub-
ject should push a button (the decision to push being already made upon
agreeing to take part in the experiment).

What is the perspective of (neuro)scientific observation?

In 1971, Heinz von Foerster wrote down his cheek-in-tongue ‘first
theorem” “The more profound the problem that is ignored, the greater
are the chances for fame and success.” (von Foerster, ‘Responsibilities’)
However cynical this remark may seem, it is nonetheless true. The giant
progress in, say, cognitive neuroscience can be attributed exclusively to
the fact that it gave up asking questions about the fundaments of the phe-
nomenon it is studying, about what is consciousness, what does it mean
to experience, and what is the relationship between the experiential and
the physical.

Neglecting the question of the relationship between the experiential
and the physical, the so-called ‘hard problem’, is especially problematic,
since the basic task of cognitive neuroscience is supposed to be research
on the neurological correlates of experiential processes. On one side of
the explanatory gap we find physiology, which goes hand in hand with
the analytical-reductionist method. On the other side we find lived human
experience, the content of consciousness — an intimate and by definition
subjective area that resists any generalisation and analysis.

Experience is not a property that could be satisfactorily defined by a
finite number of discrete empirical parameters. Rather it appears to be a
complex, (self-)contained and thus irreducible phenomenon. Experience is
gestalt, more than just a simple sum of its components. Moreover, it is a
dynamic gestalt, one that cannot simply be ‘frozen’ in a moment of time. As
Furlong and Vernon write, ‘What is wrong with our conception of science
in its application to Life and Mind is that the analytic reductionism which
characterizes the spectator consciousness stance can never capture orga-
nizational distinctions which characterize living or cognizing beings.” (96)

183



Pkn, Volume 35, Number 2, Ljubljana, August 2012

184

Nonetheless, science is constantly trying to neglect the fundamental
problem — the subjectivity and irreducibility of experience — as this seems
to be the only way to get anywhere, precisely in accordance with von
Foerster prediction. The history of research on the mind oscillates be-
tween unsuccessful attempts at reductionist research on experience (such
as the failed project of German introspectionism of the early twentieth
century) and attempts to ignore the existence (or epistemological inde-
pendence) of the field of consciousness (such as behaviourism and the
popular neuroscientific view of experience as an epiphenomenon). Since,
as mentioned above, the basic task of a neurologically enhanced cognitive
science is the search for physiological correlates of experience, cognitive
science cannot simply give up studying experience. Accordingly, cognitive
science abounds with attempts to translate the experiential gestalt into
more tangible units, be that behaviour or events in the brain.

In his grand theory of emotions, Antonio Damasio acknowledges the
importance of an experiential (first-person) perspective. But in his work
he merely mentions it without ever attempting to elaborate a systematic
study (at the level of, say, his study of the physiological perspective), nor
does he ever clarify its connection to other (physiological) components.

Another contemporary telling attempt to fit the elusive complexity of
experience into the tight shoes of comprehensive categories accessible to
the third-person perspective is affective computing, the new and flour-
ishing area of artificial intelligence. Professor Nicu Sebe reports on the
huge success of a new image analysis algorithm by which he managed to
‘decipher’ the emotions of Mona Lisa. The exact division of Mona Lisa’s
emotions according to the latest software goes as follows: 83% happiness,
9% disgust, 6% fear and 2% anger. Needless to say, professor Sebe’s work
is published in top-ranked research journals.

Let me compare that to a passage from Mrs Dalloway:

‘Do you remember the lake?’ she said, in an abrupt voice, under the pressure of
an emotion which caught her heart, made the muscles of her throat stiff, and con-
tracted her lips in a spasm as she said ‘lake’. Foe she was a child throwing bread
to the ducks, between her parents, and at the same time a grown woman coming
to her parents who stood by the lake, holding her life in her arms which, as she
neared them, grew larger and larger in her arms, until it became a whole life, a
complete life, which she put down by them and said, “This is what I have made
of it! This!” And what had she made of it What, indeed? Sitting there sewing this
morning with Peter. She looked at Peter Walsh; her look, passing through all time
and that emotion, reached him doubtfully; settled on him tearfully; and rose and
fluttered away, as a bird touches a branch and rises and flutters away. Quite simply
she wiped her eyes. (Woolf 48—49)
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The aim of these examples was to demonstrate the existence of two
diverse areas: an area that can be successfully studied with an analytical-
reductionist approach, and an area that eludes such an approach, just like
fine sand sifts through a sieve. In the follow-up, I intend to show more
precisely the difference between these two areas, which, following von
Foerster, I refer to as the trivial and the non-trivial. I will claim that these
are not actual areas, but rather two different types of perspective an ob-
server can take towards the world.

The trivial

Let me leave this last qualification aside for a while and take a look
at the difference between the trivial and the non-trivial as if phenomena
actually were divided into these two types.

Trivial systems can be thought of as ‘machines’ (in Turing’s sense), de-
vices for processing inputs into outputs. Such systems can be modelled by
finding the so-called #ransfer function between the independent and dependent
variables (inputs and outputs), which, as mentioned above, is the fundamen-
tal methodological principle of natural science. In computer terms, the trans-
fer function is usually replaced by the concepts of algorithm or programme,
which grasp a sequence of steps a machine has to take in order to adequately
respond to a stimuli. Describability in terms of the machine metaphor is a
very important property of the system. The systems that can be successfully
described by a corresponding machine are also the ones most likely to be
successfully handled with the analytical-reductionist method.

The sense of certainty, accountability and infallibility provided by the
explanatory scheme of cause — operator — effect has become central to
Western philosophic and scientific thought. This scheme has different
names in different disciplines. In physics one speaks about cause — natural
laws — effect, in biology about stimulus — organism — response, and in
some areas of psychology about motivation — personality — behaviour.
The origin of this scheme goes back at least to Aristotle and his logical
syllogisms, especially the scheme of deductive reasoning: major premise —
minor premise — conclusion.

With the introduction of mathematics, the naturalist-mathematic para-
digm (today the scheme appears in the form of x — f — y) improved its
instrument of description so much that it was no longer merely descrip-
tive, but also enabled predictions. It was this capability of prediction that
allowed for the dramatic progress of natural sciences, endowing them with
the power they wield today.

185



Pkn, Volume 35, Number 2, Ljubljana, August 2012

186

The transfer function can be much more complex; it can even be non-
linear. But regardless of its complexity, it can presented by a simple diagram:

X_p, fly y

Figure 1: A trivial system

In general, to determine the transfer function of any trivial system it
takes as many attempts as there are distinguishable input states. Trivial
machines are (a) independent of time (ahistorical) and of their history of
interactions, (b) analytically determinable, and therefore predictable.

Von Foerster writes:

It is easy to understand the attraction of trivial machines for western culture. We
could enumerate infinite examples of trivial machines. When we buy a car we get
a trivialisation certificate guaranteeing that the car would stay a trivial machine for
at least the next 100 or 1,000 miles or the next five years. And if the car suddenly
becomes unreliable, we take it to a trivialisator to put it back in order. Our love for
trivial machines is so great that we even send our children, who are usually very
unpredictable beings, into trivialising institutions, so that when asked ‘How much
is 2 times 37 their answer would not be ‘green’ or ‘that’s how old I am’, but ‘6’.
(von Foerster, ““Uncle Ludwig’” 8)

The non-trivial

The persistent longing for the trivial (repeatable, predictable) thus be-
comes more understandable, be it in everyday dealing with the world or
in the scientific discourse. An interesting point, however, is that nobody
— not even those scientists who dedicate all of their creative potential to
trivialisation — is ready to accept her/himself as a trivial machine. A com-
puter expert active in the area of automated recognition of emotions in
images (in much the same manner as Professor Sebe) readily agreed with
me that the distribution of emotions into percentages bears no meaning
whatsoever in his daily experience.

Von Foerster notices the same discrepancy:

When asked, all my friends consider themselves to be like non-trivial machines,
and some of them think likewise of others. These friends and all the others who
populate the world create the most fundamental epistemological problem, be-
cause the world, seen as a large non-trivial machine, is thus history dependent,
analytically indeterminable, and unpredictable. How shall we go about it? (von
Foerster, “Through the Eyes’ 8)
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Von Foerster talks of three strategies of approaching this epistemo-
logical complication: (a) ignore the problem, (b) trivialise the world and (c)
develop an epistemology of non-triviality.

I have already discussed the most popular solution: (a). It is followed
in popularity by (b), the method that von Foerster dubs ‘the Laplace so-
lution’, alluding to Laplace’s 1814 statement that ‘an intellect which at a
certain moment would know all forces that set nature in motion, and all
positions of all items of which nature is composed [...] for such an intel-
lect nothing would be uncertain and the future just like the past would be
present before its eyes’. For Von Foerster, ‘Laplace eliminated from his
considerations all elements that could cause trouble for his theory: himself,
his contemporaries, and other non-trivial annoyances’, in order to present
the universe as a trivial machine (von Foerster, “Through the Eyes’ 9).

If we admit to the existence of intrinsically non-trivial systems, we lose
the chance of knowing the rules of transformation, the transfer function,
natural laws, etc. The relationship between cause and effect in non-trivial
systems is analytically indeterminable. The concept of linear causality itself
(cause — operator — effect) becomes meaningless. If we consider the world
to be a non-trivial system, then Wittgenstein’s proposition 5.1361 applies:

5.1361 We cannot infer the events of the future from those of the present. Belief
in the causal nexus is superstition.

Could it be that linear causality as an explanatory principle is applicable
to some areas of the world while ineffective in others? It certainly seems
to work for machines we build ourselves, and it helps explain a large part
of nature — the part covered by natural sciences. For in building the ma-
chines, we have chosen a network inside which the relational questions
of the type ‘Why Y when X?” are determinable. The moment we analyse
the system, we make it trivial; we have chosen (trivial) axioms and built a
network based on them. In other words, we have chosen a perspective
that allows us to see only the trivial area. The choice of our manner of
observation, or research, determines what we see.

The allure of a perspective that allows us to analyse and make predic-
tions is obvious. It leads one

to pay for guarantees that our watches, lawnmowers, airplanes, etc., maintain their
no-choice quality. The danger begins when we extend this demand to others,
to our children, our families and other larger social bodies by trying to trivialize
them, that is, by reducing their number of choices, instead of enlarging it (von
Foerster, ‘Through the Eyes’ 9).
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A similar situation occurs in science. The natural science approach to
knowing the world is one of the climaxes of human reason. It would be
pointless and ungrounded to criticise, let alone to try to forsake, such
an approach. The danger lies in trying to apply the analytical-reductionist
paradigm to problems that it is unable to handle, say, to observing the
flow of experience.

Triviality is just about approximation. Where such approximations
work, the natural science approach is effective. Trivialisation similar to
Newton’s mechanics in physics is a very successful idealisation functional
in much of the ‘useful’ world. It guarantees safety and stability — and of
course a consensus about what is ‘real’ and what is not.

From this point of view, the traditional analytical-reductionist scien-
tific method can be seen as a sieve separating the trivial from the non-
trivial. From the set of all our interactions with the environment it selects
only those that suit its standards. The scientific procedure is hence not a
method for research on reality, but rather a procedure for determining
areas susceptible to trivialisation.

Participation in the observation of the flow of consciousness

In mid-twentieth century, physics reached the edge of the trivial world:
Heisenberg realised that the act of measuring affects the outcome of the
experiment and that, as a consequence, we can never know all the proper-
ties of the observed particle. This insight (Heisenberg’s uncertainty princi-
ple) and some other properties of the world of elementary particles stirred
an uproar in physics. This was an indication that even in theory, we might
be unable to learn everything about quantum particles ‘as they are’ — that
is, to describe these particles and predict their behaviour — and that the
conception of an independent observer is an illusion.

Physicists avoided this problem by choosing a different perspective:
individual particles may be elusive, but the behaviour of large groups is
repeatable and predictable, in a word, trivial. According to the so-called
Copenhagen interpretation, it is best to treat the quantum world statisti-
cally. This agreement met with strong opposition from some of the lead-
ing scientists of the time, including Einstein. Even today, the idea that the
behaviour of quantum particles is unpredictable is a source of great frus-
tration for some. But since the statistical view of quantum physics appears
to be working (physicists are able to proceed with their work according to
accepted methods without having to question the deeper epistemological
fundaments of what they are doing), little attention is paid to such killjoys
in respectable physics journals.
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Social scientists, economists and psychologists gratefully embraced the
Copenhagen solution: whenever possible, they tend to take statistical per-
spective to escape the elusiveness of observing individuals, the subjective
component.

We should not forget, however, about the physicists” original motive
for introducing the statistical interpretation: the realisation that the observ-
er participates in the observed system. In social sciences it is much harder,
and also infinitely less successful, to ignore the researcher’s involvement
in the subject of research, and research on the flow of consciousness even
utterly resists the statistical interpretation. Any act of observing causes a
change in the field of experience; in this field the influence of observation
has direct consequences because observation itself is just another form of
the flow of consciousness.

Where do we draw the dividing line between the trivial and the non-
trivial? Up to which point is the trivial approximation still acceptable?
The line runs along the border between the parts that can be successtully
described as being separated from the observer and the parts where such
idealisation is no longer viable. The non-trivial area begins at the point
where it becomes necessary to give up the approximation of the remote
observer and to accept the participatory point of view. By accepting the
participatory point of view one also takes upon oneself part of the respon-
sibility for the world. For any act of observation, and even any decision on
the perspective of observation, is also an act of creation.

Tending to the non-trivial

The inclination towards the trivial originates from the wish for a pre-
dictable, safe, organised world. As I have mentioned in the beginning, the
tendency to organise, understand, relate, that is, the tendency to trivialise,
is one of the principal motors of scientific progress. The fear of the uncer-
tainty of the unpredictable is just as important as its complement: the curi-
osity and wonder at the complex flow of experience, which runs through,
and which 75, our consciousness.

As these polar opposites complement each other, it is very important
to keep them in some kind of balance: the outbursts of lively, daring,
subversive curiosity should be checked by the conservative tendency for
orderliness and explanation. But checking should not be suppressing. The
history of scientific endeavour teaches us to remain modest even in the
face of dramatic progress in one of the disciplines. At best, we can pro-
duce a working theory (a transfer function) that connects some of the data
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about the observed system — a system constructed by choosing the per-
spective of observation.

In periods of great progress (like the one we are currently witnessing
in the field of cognitive neuroscience), the conservative pole appeats to
have the upper hand. Itis so easy to forget about the big questions we had
to neglect in order to reach our (partial) insight; it seems that we are too
quick in convincing ourselves that we have finally managed to organise
and understand the researched fragment of the world.

How can we remain aware of the fact that the trivial is merely an ap-
proximation? Should we perhaps look to art in order to find answers?
Perhaps literary studies with its analyses of the flow of consciousness can
remind us about the fullness and indivisibility of experience.

This is not to say that we should replace research on experience by
reading Joyce. We cannot expect artists to study reality systematically. The
artist’s freedom is not bound by the limitations of reality or systematic
exploration; it originates in his or her fidelity to the creative drive.

Systematic exploration of, and faithfulness to, reality is a scientist’s way
of searching for freedom: his/her persistent, unconditional and systematic
fidelity to empirical data liberates him/her from confusion. S/he seeks
shelter by attempting, without ever fully succeeding, to place opinions and
personal thoughts into brackets.

So, each of us should remain dedicated to our way of searching, our
way of attaining freedom. As a scientist I nonetheless feel there is an im-
portant lesson to be learned from literature: a lesson about the non-trivial-
ity of experiential world, about the complex, indivisible, fluid, overflowing
gestalt, about the self-referring nature of consciousness and out irrevo-
cable dependence upon our personal history.

Some readings teach us yet another lesson: that the experiential land-
scape reaches far deeper than the well-trodden paths upon which we walk
in our daily lives. We have not even really begun to answer the question
“What is it like to be human?’ The comfort of the trivial, which has never
been as alluring as in this very moment — in the era of functionally-orient-
ed society — holds us in its iron grip of the mundane, the automatic, the
well-known. It forces us to believe that we know the world and ourselves.

So, any reminder of the existence of experiential landscapes beyond
the routine is precious; moreover, it is of vital importance regardless of its
origin. Any attempt to escape experiential triviality is an act of a warrior.

What makes the warriot’s path so very dangerous is that it is the opposite of the
life situation of modern man. The modern man has left the realm of the unknown
and the mysterious, and has settled down in the realm of the functional. He has
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turned his back to the world of the foreboding and the exulting and has welcomed
the world of boredom. (Castaneda 72)

This also applies to the path of the artist, as s/he reminds us about
human experience, complexity, non-linearity and non-triviality.

NOTE

! This article is largely inspired by a (too) short correspondence with Sowon Park. T am
sincerely grateful to her for reminding me about Virginia Woolf.
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